Observations of a Cold Front at High Spatiotemporal Resolution Using an X-Band Phased Array Imaging Radar
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Abstract: While the vertical structure of cold fronts has been studied using various methods, previous research has shown that traditional methods of observing meteorological phenomena (such as pencil-beam radars in PPI/volumetric mode) are not well-suited for resolving small-scale cold front phenomena, due to relatively low spatiotemporal resolution. Additionally, non-simultaneous elevation sampling within a vertical cross-section can lead to errors in analysis, as differential vertical advection cannot be distinguished from temporal evolution. In this study, a cold front from 19 September 2015 is analyzed using the Atmospheric Imaging Radar (AIR). The AIR transmits a 20-degree fan beam in elevation, and digital beamforming is used on receive to generate simultaneous receive beams. This mobile, X-band, phased-array radar offers temporal sampling on the order of 1 s (while in RHI mode), range sampling of 30 m (37.5 m native resolution), and continuous, arbitrarily oversampled data in the vertical dimension. Here, 0.5-degree sampling is used in elevation (1-degree native resolution). This study is the first in which a cold front has been studied via imaging radar. The ability of the AIR to obtain simultaneous RHIs at high temporal sampling rates without mechanical steering allows for analysis of features such as Kelvin-Helmholtz instabilities and feeder flow.
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1. Introduction

Study of the vertical structure of cold fronts dates back over 40 years, during which time primary interest has been placed on the impact of cold fronts on convection initiation (CI) [1,2]. Later studies have shown that in addition to the presence of CI along the leading edge of the front, waves in the cold front wake may be responsible for CI well after the front has passed [3,4]. More recently, focus has shifted to smaller scale features and, when the observation method allows, their evolution in time [5–10]. As seen with applications to gust front detection, radar systems that operate in plan position indicator (PPI) mode do not offer sufficient temporal resolution along a given radial to observe the evolution of small-scale features in the vertical dimension. This lack of knowledge regarding the vertical structure of a cold front and its evolution in time serves as the primary motivation for this study; the methods used allow for cold front analysis that would not be possible via traditional scanning radars in PPI/volumetric mode.

In addition to cold fronts, significant research over the past 30 years has been performed on the prediction and detection of gust fronts, with a focus on detection from an aviation safety...
perspective [11–13]. In the wake of multiple aircraft crashes during the early-to-mid 1980s, the Federal Aviation Administration (FAA) commissioned an investigation into wind shear and gust front detection. Ultimately, the decision was made to fund two wind shear detection methods: the Low-Level Wind Shear Alert System (LLWAS) and the Terminal Doppler Weather Radar (TDWR) [14]. In addition to these two systems, research has been undertaken to provide algorithm-based wind shear and gust front detection, culminating in algorithms such as the Integrated Terminal Weather System (ITWS), Gust Front Detection Algorithm (GFDA), Advanced Gust Front Algorithm (AGFA), and Machine Intelligent Gust Front Algorithm (MIGFA) [12,15,16].

It should be noted, however, that some aspects of gust front dynamics do not apply to cold fronts. Along-front flow and turbulent mixing behind the leading edge of the cold front imply that cold front propagation cannot be modeled in the same manner as density currents [5,7,17–19]. However, many features of gust fronts are also seen in cold fronts [6]. Cold air behind the leading edge (nose) is enclosed by a cold front envelope, with turbulent mixing present behind the cold front head. In the wake of the front, multiple trailing surges are typically present, with strong turbulent mixing occurring.

Previous studies of cold front and gust front structure have utilized a wide variety of methods in order to improve overall scientific understanding. Some of these methods include use of radio towers and surface mesonetworks [1,20], aircraft in situ observations [21], wind profilers [4], airborne radar passes [5,6,9], ground-based radar in PPI/volumetric mode [11,13,22], vertically pointing radar [23], ground-based lidar [10], or a combination of methods, such as in a field campaign [3,7,8,19,24–26]. Additionally, laboratory experiments [27–29], theoretical studies [30,31], and computer simulations [17,32–34] have been undertaken in order to improve understanding of atmospheric dynamics of cold fronts and gust fronts. In particular, previous research has attempted to explain the manner in which various velocity profiles in phenomena similar to surface-based cold fronts achieve and maintain their instability [30,31]. In a stably stratified layer with an upper shear layer and lower boundary present (such as in a surface-based cold front), it has been shown that gravity waves can be naturally amplified via overreflection (i.e., reflected amplitude is greater than the incident amplitude) by the upper shear layer [31,35]. This, combined with a total reflection at the lower boundary, leads to a situation whereby the gravity wave continues to grow, with vertical oscillations between the upper and lower boundaries. A proof and discussion of this phenomenon can be found in [36].

While many of these studies provide significant insight into the structure of cold fronts and gust fronts, none of the previously conducted studies have used radar at sufficiently high spatial and temporal resolution in order to observe the evolution of small-scale features and their interaction. It is this void in the current body of research that this study aims to fill. By using the Atmospheric Imaging Radar (AIR) in a range-height indicator (RHI) mode through a cold front, radar data are obtained with high spatial sampling (native resolution of 1° in elevation and 37.5 m in range, oversampled to 0.5° in elevation and 30 m in range) and temporal sampling (on the order of 1 s), with continuous vertical coverage. In this mode, instead of scanning mechanically in azimuth, the AIR collected data along a single radial without any mechanical movement. Although it is possible to use an RHI scanning strategy with a pencil-beam radar, this results in the inability to alter temporal sampling after the data are collected, as well as decreased temporal resolution due to the time necessary to scan in elevation. The ability to alter temporal sampling during the processing phase is important, as it allows for decisions regarding data quality to be made after the data are collected. Using this scanning configuration, features such as Kelvin-Helmholtz instabilities (KHIs) were clearly observed. The presence of KHIs has been noted in previous work [5,6,9,17,27,37,38], but the initiation, formation, growth, and decay of KHIs in the atmosphere has sparsely been observed, especially at sufficiently high spatiotemporal resolution. In one study, a lidar observed KHIs while sampling an approaching cold front [10]. However, because the lidar was operating in an interleaved PPI/RHI pattern, temporal resolution for an RHI was still on the order of 30 s between successive RHI scans.
In the case of KHIs, formation can be predicted by estimation of the Richardson number (Ri). Richardson number, a dimensionless number used to quantify the ratio between buoyancy and wind shear, is given by

\[
R_i = \frac{g \Delta \theta}{\theta \Delta z_1} \left( \frac{\Delta z_2}{\Delta v} \right)^2
\]

where \( g \) is gravitational acceleration, \( \theta \) is the potential temperature in degrees Kelvin (K), \( \Delta \theta \Delta z_1 \) is the local vertical potential temperature gradient, and \( \Delta z_2 / \Delta v \) is the inverse of the local vertical wind shear. Two distinct values of height differences (\( \Delta z_1 \) and \( \Delta z_2 \)) are used because of inconsistent vertical sampling between the method of data collection for velocities (AIR) and data point spacing for thermodynamic data; this will be discussed further in later sections. If potential temperature and radial velocity were sampled at identical locations for the entire vertical extent of the analysis, then \( \Delta z_1 = \Delta z_2 \). High Richardson numbers (\( R_i > 1 \)) indicate that buoyancy plays a much larger role in the flow than wind shear, whereas low Richardson numbers (\( R_i < 1 \)) imply that wind shear is the dominant term [36]. Previous studies have shown that KHI formation and sustenance is dependent upon Richardson number, with \( R_i < 0.25 \) required for KHI formation, and \( R_i < 1 \) required for KHI sustenance [39–41]. In an intuitive sense, a highly stable layer (\( R_i > 1 \)) will suppress vertical motion, making KHI formation less favorable. In the absence of thermodynamic data, KHI characteristics can be used as a proxy for predicting Richardson number, in the sense that there exists a strong correlation between \( s \) (defined as the KHI ratio, or billow height divided by billow spacing) and Richardson number, with larger Richardson numbers corresponding to lower \( s \) values [37]. Conversely, if the Richardson number is known, an estimate of KHI spacing can be made, assuming that the KHI roughly spans the height of the boundary layer.

2. Data Collection and Methods

This study is primarily focused on observations of a cold front which passed through central Oklahoma between 0130 UTC and 0400 UTC on 19 September 2015. The AIR deployed on the north side of Norman, Oklahoma at 0215 UTC, and began collecting data at 0226 UTC. During the scan, the AIR did not rotate in azimuth; instead, data were collected along one radial, allowing for maximum temporal resolution and added flexibility of changing temporal sampling during the processing phase. A diagram showing a low-elevation PPI from a local NEXRAD (KTLX), the AIR location, and the AIR scanning radial is shown in Figure 1.

For this case, reliable thermodynamic data in close proximity are unavailable, so Richardson number estimation must be derived via a proxy method. Three methods of Richardson number estimation have been used in this study: first, spatially and temporally displaced sounding data were used as an estimate for a local thermodynamic profile. These data were taken behind the leading edge of the cold front as it passed through northern Oklahoma earlier in the day, and should serve as a somewhat-reliable estimate of the vertical thermodynamic profile. Second, Rapid Refresh (RAP) model output data were used as an estimate of the vertical thermodynamic profile near the scanning location [42]. The overall trend of potential temperature in the vertical dimension via the RAP model matches the overall pattern shown by the displaced sounding data, seen in Figure 2. Finally, the third method of Richardson number estimation will make use of previous studies’ laboratory findings which relate KHI characteristics to Richardson number [37].
Figure 1. A PPI from the KTLX WSR-88D at 0303 UTC at 0.5° elevation. The red star represents the AIR location, and the white line shows the radial along which the AIR collected data. Scale in top right corner represents 10 km. Cold front propagation is to the SSE at approximately 7.5 m·s⁻¹. Reflectivity factor values along the leading edge of the cold front as measured by KTLX range from 20 to 35 dBZ, which is most likely indicative of aerosols and small raindrops.

Figure 2. A vertical profile of potential temperature. The blue line indicates data from the RAP analysis at 0300 UTC, and the red line indicates data from a displaced sounding, taken in Lamont, Oklahoma at 0000 UTC.
In recent years, phased-array weather radar systems have become increasingly commonplace, as attention has been drawn to advantages gained by use of beam multiplexing and agile beam steering [43–47]. This study makes use of the AIR, an X-band phased-array imaging radar designed and built by faculty, staff, and students at the University of Oklahoma Advanced Radar Research Center (OU ARRC) [48]. Because the AIR is an imaging radar, a fan beam is transmitted in elevation, with each of the 36 elements recording a stream of I/Q data on receive (32 elements were used in this case). The reduction in the number of elements in this case has a slight effect on the native elevation resolution on receive (resolution changes from 1° to 1.1°). However, this does not significantly affect the analysis from this case. The 3-dB transmit beamwidth of the AIR is 20° in elevation and 1° in azimuth; this beam configuration is typically referred to as a fan beam [48]. The use of fan beams in imaging radars allows for data to be simultaneously recorded for multiple locations in the scanning domain. Digital beamforming is performed in order to generate beams in elevation. To mitigate ground clutter effects, Capon’s method (adaptive beamforming) has been used [49,50], although other ground clutter mitigation methods have also achieved success [51–53].

The transmit beam of the AIR can be steered mechanically in azimuth via a rotating pedestal to create its volume coverage pattern (VCP). For this study, the beam was not steered in azimuth, in order to obtain frequent updates along a given radial. In this configuration, any number of pulses can be combined in one RHI. Therefore, the decision has been made to refer to the chosen RHI update time as ‘temporal sampling’ rather than ‘temporal resolution’. In this study, temporal sampling of 1.2 s is used. Faster temporal sampling is possible by combining fewer pulses into each RHI. However, reducing the number of independent samples per RHI leads to a decrease in data quality [54]. This effect is especially pronounced in cases where the signal from meteorological echoes is close to the noise floor (i.e., low signal-to-noise ratio, or SNR). It was found that sampling of 1.2 s provides an acceptable balance between temporal update time and data quality.

In order to increase sensitivity, a ‘high sensitivity’ mode was designed for the AIR based on the method described in [55]. As opposed to the standard 5.25 µs waveform used by the AIR for studies of severe local storms [56], a 13.25 µs pulse was developed for use on transmit. This waveform offers an approximate 4 dB gain in SNR. Due to a 2% duty cycle limitation, the PRT was chosen to be 757 µs, corresponding to a Nyquist velocity of 10.4 m·s⁻¹. Digital beamforming offers several advantages over more traditional ‘pencil-beam’ radar VCPs, mainly in generating simultaneous RHIs, such that vertical advection is not an issue [47,48,56,57]. Additionally, the AIR offers significant processing flexibility (adjustable temporal sampling and beamforming type for sensitivity and clutter mitigation). These advantages allow for improved analysis of the vertical structure of a cold front.

3. Results

New findings from this research are made possible because of the high spatial and temporal resolution offered by the AIR. The ability to observe the evolution and interaction of small-scale features behind the leading edge of a cold front has revealed several features that had sparsely been analyzed or noted in previous studies. In particular, the presence, evolution, and decay of KHIIs is observed throughout the majority of the scan. While KHI evolution can be properly observed with slower update times than those in this study, other observed features such as rear-to-front mass transport (feeder flow) cutoff and reestablishment do require temporal resolution on the order of a few seconds [18]. Video S1 in Supplementary Materials shows the approaching cold front, the KHIIs, and feeder flow cutoff and reestablishment.

3.1. Kelvin-Helmholtz Instabilities

Multiple instances of KHIIs, which are the result of a growing disturbance along a velocity shear interface, are observed. In two instances, the initiation, formation, and growth (and eventual decay via an energy cascade process) of the same KHI is observed, which offers insight into the KHI evolutionary process. Figure 3 shows multiple KHI instances observed in the 19 September 2015
dataset: a decaying KHI is seen in the top panel at 7.5 km in range, a fully mature KHI is seen in both panels at approximately 5.75 km in range, and a newly forming KHI is observed in the bottom panel at 4 km in range.

Figure 3. A demonstration of the shape and appearance of each observed KHI in range-corrected power return (dB) and in manually dealiased radial velocity (m·s\(^{-1}\)). The black circles in the top panels show a decaying KHI at 7.5 km in range. The red circles in all four panels represents a KHI at 5.75 km in range, and the blue circles in the bottom 2 panels represent a newly formed KHI at 4 km in range. The time elapsed between the two sets of panels is 139 s. The cold front motion is from right to left. A 3 × 3 Gaussian smoothing filter has been applied to power for noise reduction purposes.

As the cold front propagates southward, a small protrusion forms across the interface between the two airmasses, and cold air is elevated into the ambient airmass of warmer, southerly winds. Because of the large velocity shear across the interface (0.02–0.04 s\(^{-1}\) based on radial velocity estimates
from the AIR), this protrusion grows into a horizontal roll vortex (eventually a KHI) which is observed in power, velocity, and spectrum width. The process by which a protrusion is initially formed is discussed further in later sections. Once a KHI has fully formed, its airflow is entirely cut off from that of the cold front, leading to a significant decrease in propagation speed (overall propagation speed of 0–1 m·s$^{-1}$).

Although one study has noted that for many atmospheric applications, a velocity shear greater than 0.009 s$^{-1}$ is sufficient for KHI formation [24], wind shear alone is not sufficient for diagnosing the formation of KHIs in all atmospheric applications, as a vertical thermodynamic profile is necessary to estimate Richardson number.

3.2. Richardson Number Estimation

In this case study, in situ thermodynamic data were unavailable. Because the data were collected around 0300 UTC, a sounding from the local site (launched at 0000 UTC) did not provide an accurate depiction of the vertical thermodynamic profile during the scan. As a proxy for in situ thermodynamic data, a sounding from northern Oklahoma, also launched at 0000 UTC, was used. This was done because this sounding (hereinafter referred to as the ‘displaced sounding’) was launched shortly after cold frontal passage, and offers thermodynamic data after cold frontal passage. The thermodynamic profile (potential temperature data shown as the blue line in Figure 2) shows evidence of frontal passage based on (1) northerly wind direction in the lowest 1 km (not shown); and (2) nearly zero lapse rates throughout the lower half of the boundary layer [58]. To obtain another estimate of the vertical thermodynamic profile for Richardson number estimation, vertical thermodynamic data from the RAP model was used. The data used were from the 0300 UTC RAP analysis (dashed red line in Figure 2), with the model sounding taken from a gridpoint close to the scanning location where frontal passage had already occurred. These vertical thermodynamic data were combined with AIR data to estimate Richardson number by using the vertical potential temperature change with height from the sounding and the vertical wind shear from the AIR data.

![Figure 4. Richardson number estimation by using displaced sounding data (top panel) and RAP model output (bottom panel).](image)

To produce RHIs depicting Richardson number estimation, the AIR radial velocity data was used as a basis. For each range and elevation combination in the AIR RHI, the potential temperature term in
Equation (1) is determined by linear interpolation of the nearest thermodynamic data points above and below the point of interest. The local vertical potential temperature gradient at a point is determined by dividing the difference in potential temperature directly above and below the point of interest by the height between these two reference points. Height estimation of each range and elevation combination is determined by the radar beam height equation [54].

Finally, another method was used for Richardson number estimation based on findings which link KHI characteristics to Ri [37]. This method is unique in that a local thermodynamic profile is not necessary for Richardson number estimation. The Richardson number estimated with this method only requires two inputs: KHI spacing and KHI height. Therefore, no radial velocity or local thermodynamic data are necessary for Ri estimation using this method. Although the original paper uses a laboratory experiment to reach these conclusions, this study will propose a similar link between Richardson number and KHI characteristics.

Using the first two methods of Richardson number estimation (shown in Figure 4), a thin layer of lowered Richardson number along the interface between the two boundaries is observed, primarily due to the vertical shear along this interface. By taking the average Richardson number along this interface for both methods, we observe an average Ri value between 0.13 and 0.22 along the interface. These values were obtained by selecting sample regions along the interface (approximate height of sample region: 100–200 m; approximate length of sample region: 400–500 m), and calculating the average Richardson number value in the sample region. These values are consistent with what could be expected from theory, as Ri must be below 0.25 for KHI formation. Thorpe’s method, however, returns a lower estimate of Richardson number (0.10 to 0.13). The results from all 3 methods are shown in Table 1.

Table 1. Richardson number estimation using the 3 methods described above. Note that Richardson number estimated using Thorpe’s method is significantly lower than Richardson number estimated by the other two methods.

<table>
<thead>
<tr>
<th>Richardson Number Estimation Method</th>
<th>( R_{i\text{min}} )</th>
<th>( R_{i\text{max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Displaced Sounding</td>
<td>0.13</td>
<td>0.20</td>
</tr>
<tr>
<td>RAP Model Output</td>
<td>0.14</td>
<td>0.22</td>
</tr>
<tr>
<td>Thorpe 1973 Findings</td>
<td>0.10</td>
<td>0.13</td>
</tr>
</tbody>
</table>

While the Richardson number estimates from Thorpe’s method do not align with estimates from the other two methods, this can possibly be explained by differences between flow in an idealized laboratory density current and a cold front in the atmosphere. Additionally, previous research has indicated that a Richardson number between 0.10 and 0.15 should correspond to an \( s \) value of 0.15 to 0.40, indicating that the estimate from Thorpe’s method may be valid [59]. However, the relationship between Richardson number and \( s \) should hold true for atmospheric applications: as Richardson number increases, \( s \) should decrease.

3.3. Feeder Flow

In addition to KHIs, feeder flow was also observed in the 19 September 2015 cold front case. Feeder flow is a relative rear-to-front low-level mass transport, and is typically present behind the leading edge of a density current [18]. This region of faster air transports scatterers towards the nose of the front; this flow results in either a mass buildup at the nose of the boundary, or a ‘rotor circulation’ in which scatterers are lofted up near the nose of the front [7]. While feeder flow is typically present in density currents, not all cold fronts contain a feeder flow [19]. In the case of the 19 September 2015 cold front, feeder flow spanning approximately 100–150 m in height is observed behind the leading edge of the cold front, passing underneath the KHIs. The process in which the feeder flow is severed is shown in Figure 5.
Figure 5. Range-corrected power return showing feeder flow cutoff and subsequent mass buildup. Feeder flow is fully intact in the top left panel; 14 s later (top right panel), the feeder flow is mostly broken up, and has been fully severed by the KHI at 4 km in range in the bottom left panel. In the bottom right panel, a mass buildup is observed at 5.25 km in range. Note that time elapsed between frames is not constant.

For several minutes, the feeder flow is observed to exist as a thin ribbon in power return. As one of the KHI (centered at 4 km in range) begins to slowly descend, the feeder flow is confined to the lowest few hundred meters. At 03:13:16 UTC, the feeder flow is fully intact (circled in the top left panel of Figure 5), spanning from 3 km in range to 6 km in range. At 03:13:30 UTC, the feeder flow appears broken in some spots, due to the constriction in height. By 03:13:41 UTC, the feeder flow has been fully disrupted, as the KHI at 4 km in range has further descended to cut off the mass transport. Following this flow cutoff, a buildup of mass appears at 5.25 km in range (circled in the bottom right panel of Figure 5). Over the next 2 min (see Video S1 in Supplementary Materials), this mass buildup diminishes, and feeder flow is reestablished.

The rapidly evolving nature of feeder flow cutoff is an essential motivator of temporal resolution on the order of a few seconds. The feeder flow evolves from being fully intact to being broken in multiple locations in 14 s, and is fully interrupted 11 s later. With slower temporal updates, this phenomenon could not be observed in as much detail, and one would risk not capturing this cutoff event.

4. Discussion

4.1. KHI Initiation & Formation Observations

Presence of a Richardson number below the critical Richardson number (0.25) has been shown to coincide with the formation and sustenance of KHIs [37]. However, for Richardson numbers below this threshold, there is no complete existing theory in the literature which attempts to explain why there is a correlation between Richardson number and the ratio of KHI height to KHI spacing. In the 19 September 2015 case, relative velocity estimates (with respect to the cold front motion) reveal a region of rear-to-front flow behind the leading edge of the cold front. This phenomenon is shown in Figure 6. Because of the RHI scanning configuration, it is not known at this time whether this region of relatively high radial velocity estimates is a jet (with minimal horizontal extent) or a shear layer, spanning a greater distance along the cold front. However, we believe that because KHI initiation should not be limited to this specific cross-section, this phenomenon is most likely present across a wider horizontal extent, which would be most consistent with a shear layer. A PPI scan would be necessary to definitively diagnose the horizontal extent of this region.
Figure 6. Relative velocity (with respect to the cold front motion) behind the leading edge of the cold front at various times. Note the connected inflow region, showing the relative rear-to-front flow. Triangles represent protrusion points where new KHIs form, and circles represent fully grown KHIs where shear layer tilting is occurring.

In the region of an existing KHI, the relative flow is tilted around the KHI, and on the upstream side is tilted upward (toward the interface) by the KHI. As a result, the shear layer causes a protrusion of air to form along the interface between the two airmasses, approximately 2 km closer to the leading edge of the cold front than the existing KHI. This protrusion is observed to grow into a full-grown KHI; Figure 7 shows an example of a protrusion forming at 5.75 km in range.

As the KHI becomes fully formed, the rear-to-front flow (which was previously tilted upwards towards the interface) is curved around the newly formed KHI, creating a new protrusion further upstream. This protrusion typically appears as a triangular or semicircular shape protruding from an otherwise smooth cold front envelope. This process is observed in the 19 September 2015 case in multiple occurrences, as the formation of a new KHI creates an upstream protrusion, which grows into another KHI. This observation regarding a protrusion being formed via flow tilting is supported by RHI's of both relative velocity and radial convergence (as vertical flow tilting can manifest as convergence in a fixed-location RHI). It should be noted, however, that KHIs are simply formed due to shear instability; the remarks correlating KHI initiation with flow tilting imply only that the protrusion is a source of an initial instability, which then grows into a full KHI due to vertical velocity shear. In this particular case, it appears that the shear layer tilting is related to the KHI spacing, rather than ensuring the formation of KHIs.
which occurs simply forces a trough in the oscillation directly underneath an existing KHI. Therefore, it is believed that this proposed KHI spacing mechanism agrees with previous findings and theory.

Additionally, we believe that this observation fits well with previous theories regarding gravity waves in the wake of a cold front [30,31]. Figure 8 shows an oscillatory motion in the vertical dimension, which appears to be the result of a gravity wave. It can be theorized, then, that the shear layer tilting which occurs simply forces a trough in the oscillation directly underneath an existing KHI. Therefore, it is believed that this proposed KHI spacing mechanism agrees with previous findings and theory.

**Figure 7.** 16 panels of range-corrected power return showing the formation of a protrusion and the beginning stages of KHI initiation at 5.75 km in range. Between successive frames, 6 s passes.
The fact that the wavelength of the shear layer oscillation prior to KHI initiation is shorter than the KHI spacing can be explained by noting that the propagation speed of a KHI is nearly zero. This leads to increased spacing between consecutive KHIs as compared to crest-to-crest spacing in the shear layer prior to KHI initiation.

Figure 8. An example of the oscillatory nature of the relative forward flow. The wavelength of this oscillation is approximately 1 to 1.5 km, which is somewhat similar to the spacing of the KHIs.

4.2. Potential Relationship between Richardson Number and KHI Characteristics

We observe that in the 19 September 2015 case, the rear-to-front relative flow plays a vital role in KHI initiation. For this case, shear layer tilting is clearly critical to the placement and spacing of subsequent KHIs. The potential effect of Richardson number on KHI spacing is theorized as follows: once the critical Richardson number condition has been met, additional lowering of Ri will either lead to stronger (i.e., more turbulent) KHIs, or greater overreflection and amplitude growth at the shear boundary. It should be noted, however, that a link between Richardson number and KHI strength and/or overreflection amplitude has not been noted in this particular study, and would require further research to prove definitively. Because the trajectory of the rear-to-front flow follows the KHI, a stronger KHI should induce more shear layer tilting than a weaker KHI. Additionally, greater amplitudes due to greater overreflection should reduce the shear layer oscillation wavelength (and also KHI spacing). In either mechanism, as the shear layer is tilted around a KHI, the protrusion point of additional KHIs is altered, such that a more tilted shear layer leads to closer KHI spacing. If there are no significant changes to KHI height, closer KHI spacing should correspond to a higher $s$ value. An overall correlation between low Richardson number and high $s$ values corresponds well with previous findings [37]. It should again be noted that these findings cannot necessarily be extrapolated as an overarching theory for KHI spacing without further study. Additionally, due to the lack of friction above the planetary boundary layer and the lack of an impermeable lower boundary, there is currently no reason to believe that an identical flow-tilting mechanism should hold true in applications where the role of the surface of the earth and the planetary boundary layer are negligible. Further cases would need to be studied in order to fully assess the applicability of these findings.

4.3. Proposed Future Work

Future work on KHI observations behind quasilinear meteorological features (such as cold fronts and gust fronts) would include obtaining a vertical thermodynamic profile via in situ measurements to improve Richardson number estimation. Use of a polarimetric radar could provide meaningful information regarding scatterer types, assuming the wavelength of the radar is such that meaningful polarimetric information can be extracted for relatively small scatterers. Additionally, more cases should be observed in order to understand the limits to applicability of these findings. The flow-tilting mechanism observed here might not be present in the case of upper-tropospheric Kelvin-Helmholtz clouds, non-surface-based fronts, or even some surface-based cold fronts. Finally, this study provides evidence that future widespread implementation of phased array and/or imaging radar systems
could lead to greater predictability of surface-based wind shear and turbulence due to improved spatiotemporal resolution. The applicability to detection algorithms is an important area for future study, which can be achieved through additional observations by the AIR and/or other radar systems.

**Supplementary Materials:** The following are available online at www.mdpi.com/2073-4433/8/2/30/s1.

Video S1: Power return and velocity estimation.
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